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We reassess the capacity for multimessenger inference of AT2017gfo/GW170817 using both kilo-
nova and gravitational wave emission within the context of a recent simulation-based surrogate
model for kilonova emission. Independent of the inclusion of gravitational wave observations, com-
parisons between observations that incorporate our kilonova model favor a narrow range of ejecta
properties, even when allowing for a wide range of systematic uncertainties in our modeling ap-
proach. Conversely, we find that astrophysical conclusions about the neutron star itself, including
its mass and radius, depend strongly on assumptions about how much material is ejected from the
neutron star. Looking forward, our analysis highlights the importance of systematic uncertainty in
general, the need for better modeling of neutron star merger mass ejection from first principles, and
warns against uncontextualized applications of ejecta predictions using fits to numerical relativity

simulations.

I. INTRODUCTION

The detection of gravitational waves (GWs) emitted
by binary neutron star (BNS) merger GW170817 [1, 2]
and, subsequently, electromagnetic (EM) radiation from
its associated counterpart AT2017gfo [3-19] introduced
exciting prospects for studying the universe using multi-
messenger astronomy. The GWs emitted by BNS merg-
ers carry information about the pre-merger binary, such
as the masses, spins, and tidal deformabilities of the
merging neutron stars. Likewise, the EM radiation from
the counterpart, or “kilonova” [20, 21], conveys details
about the material that was ejected during and after the
merger [22], tying directly to the fate of the merger rem-
nant [23-25], the dense matter equation of state (EOS)
[26, 27], and r-process nucleosynthesis [28-30].

Following the GW170817/AT2017gfo detection, recent
studies have performed numerous numerical relativity
simulations of binary neutron star mergers (e.g. [31-44]).
Using these simulations, certain studies identified fitting
formulae that connect ejecta properties to the param-
eters of the binary that are easily extractable from the
GW signal [45-47]. These fits have been used in previous
multimessenger analyses to place stronger constraints on
unknown quantities like the EOS [46, 48, 49], particu-
larly in the case of GW190425, a black-hole-neutron-star
merger whose ejected mass had to be inferred using one
of these fits due to the lack of an electromagnetic coun-
terpart [50].
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Previous work has identified that these fits to numeri-
cal relativity simulations exhibit variable validity in dif-
ferent regions of binary parameter space [51]. Moreover,
the underlying simulations used to build these fits only
cover a very limited range of possible binary merger con-
figurations. Nonetheless, as we will demonstrate in this
work, large-scale multimessenger inference calculations
must employ these fits far outside the regions in which
they have been calibrated. The need for using these
fits outside of their safely-calibrated region has not been
emphasized in the many previous studies that have em-
ployed them (e.g. [49]).

Motivated by a recently developed surrogate model for
kilonova emission that provides the most constraining
ejecta information to date [52], in conjunction with pre-
vious studies examining the agreement between ejecta
fits (e.g. [51]), in this study we examine how these
ejecta fits inform multimessenger inference of the binary
parameters. We emphasize that our kilonova model is
by no means complete in the sense that many system-
atic uncertainties are still omitted. Recent studies have
identified multiple additional sources of systematic un-
certainty along the merger-to-kilonova modeling chain
[53-55]. Nevertheless, our surrogate model’s ability to
tightly constrain ejecta parameters enables us to inves-
tigate the systematic uncertainties that propagate into
Bayesian inference analyses that utilize these fits. Our
intent with this study is to highlight the systematic un-
certainties that are propagated when using these fits for
more informed use in future studies.

The paper is structured as follows. Section II outlines
our methodology, including details about the numerical
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relativity ejecta fits, our kilonova surrogate model and
the simulations on which it is based, and our Bayesian
inference approach. In Section III, we discuss the results
of our analysis, specifically focusing on the cases where
the fraction of the accretion disk unbound as ejecta is
treated as a free versus fixed parameter. In Section IV,
we discuss our results and the implications of our find-
ings. Finally, we conclude the paper in Section V.

II. METHODOLOGY

At a high level, our methodology proceeds as follows:
we generate iterative grids of samples across our binary
parameter space over which the likelihood is evaluated.
For the GW data, we perform a coordinate transforma-
tion of our binary parameters to M, (chirp mass), ¢
(mass ratio), A (effective tidal deformability), and Yeg
(effective spin) and calculate the GW likelihood through
comparison to the GW170817 waveform. For the EM
data, we calculate the ejecta properties from the bi-
nary parameter samples using the ejecta fits, create light
curves corresponding to these ejecta properties, and cal-
culate the EM likelihood through comparison to the
AT2017gfo light curves. We continue generating iterative
sample grids, informed by the prior iteration’s likelihood,
until we reach convergence (O(1000) effective samples).

A. Ejecta fits to numerical relativity simulations

We employ the forward model ejecta fits from
Refs. [45-47], hereafter referred to as KruFo20, DiCo20,
and Nedora21, respectively. These fits to numerical rela-
tivity simulations estimate the ejecta properties, namely
dynamical and wind ejecta mass and velocity, given bi-
nary properties (mass ratio ¢ and neutron star radius
R;4) as inputs. In summary, KruFo20 present fitting
formulae based on 52 numerical relativity simulations of
binary neutron star mergers compiled from Refs. [33] and
[34]. DiCo20 base their formulae on 73 numerical rela-
tivity simulations, using the two aforementioned sources
in addition to simulations from Refs. [32] and [31]. Fi-
nally, Nedora2l employs the largest numerical relativ-
ity dataset to date for their fits, using 324 models from
Refs. [32-44]. The implementation of these ejecta fits fol-
lows the approach outlined in Section ILF of Ref. [56],
with the exception of the modifications described in this
section.

Each ejecta fit predicts the ejecta mass, ejecta veloc-
ity, and accretion disk mass as a function of the binary
mass ratio ¢ and the neutron star radius R; 4. In none of
the ejecta fit models is there a prescription for tying the
disk mass to post-merger wind mass; instead, we map the
fits’ ejecta mass prediction to the dynamical ejecta, and
assume some fraction fgix of the disk mass is ejecta as
wind ejecta. In Figure 1, we display naive contours corre-
sponding to representative values of these ejecta param-

FIG. 1. Solid, dashed, and dotted line contours corresponding
to the KruFo20 dynamical ejecta mass mej, disk mass madisk,
and ejecta velocity wvej, respectively. Contours were calculated
as a function of mass ratio § = (m1 — m2)/(m1 + m2) and
neutron star radius Rj.4. Mass and velocity units are in M,
and c, respectively.

eters as a function of the binary parameters, fixing the
binary source-frame chirp mass to the observed value for
GW170817. The solid, dashed, and dotted lines indicate
Mej (9, R1.4), Mdisk(d, R1.4), and vej(6, R1.4), respectively.
The solid dynamical ejecta contours constrain the mass
ratio ¢ while allowing for a broad range of radii. Con-
versely, the dashed disk mass contours constrain R; 4 to
favor low values for realistic disk masses with a slight con-
straint on 9. Critically, however, the dotted vej contours —
shown at levels corresponding to our previously-inferred
estimate for this quantity — exclude the conventional in-
terpretation for GW170817, which consists of 6 ~ 0 (com-
parable masses) and Ry 4 ~ 12km. Instead, the Vej CON-
tours follow a trendline that permits either comparable
mass but large radius or conventional radius but highly
asymmetric masses, both scenarios that could produce
sufficiently low dynamical ejecta velocities in binary neu-
tron star mergers.

Because electromagnetic observations constrain these
three ejecta properties independently (by way of kilo-
nova models which introduce their own systematic uncer-
tainties), only in exceptional circumstances can all three
equations be solved simultaneously for a self-consistent
pair of binary properties (J, Ry.4: we have more equa-
tions than unknowns). However, the ejecta parameters
preferred by our previous analyses, notably and critically
the ejecta velocity, are at or beyond the range of underly-
ing simulation data used to train these analytic approx-
imate fits. As a result, motivated by previous work, we
generously allow for independent systematic uncertainty
in all three predictions for ejecta properties.

Rather than estimating the uncertainties on the ejected
mass from each of our two components, we assign free pa-
rameters aidyn and fqisk to quantify these systematic un-



certainties during inference. The aqy, parameter serves
as a scale factor for the fits’ dynamical ejecta mass pre-
diction, while fq;sx dictates what fraction of the accre-
tion disk is expelled as wind ejecta. Given the behav-
ior of the dotted vej contours in Figure 1, we also in-
clude a systematic uncertainty parameter for the ejecta
velocity, 8. To uniformly explore the systematic uncer-
tainty in velocity space, we apply the reparameterization
¢ = In((c/v)? — 1). Our uncertainty is characterized by
a uniformly distributed random variable 34 added to ¢.

The ejecta fits predict a total ejecta velocity v.; by
adding in quadrature the velocities describing the ejecta
within and perpendicular to the orbital plane, with-
out explicitly declaring to which of the dynamical and
wind components that ejecta belongs (see Egs. (5)—(9)
in Ref. [57]). In this study, following previous conven-
tions (e.g. [58]), we set the dynamical ejecta velocity to
the value calculated only for the perpendicular velocity
component such that vy = v, and fix the wind velocity
vy = 0.10c¢ per the results of our previous analysis in
Ref. [52]. This choice is similar to previous approaches,
e.g. as in Ref. [56], where the wind velocity v,, was set
to 0.08¢ as informed by Ref. [33].

The employed fits also have a lower limit on the accre-
tion disk mass of log Myjsk > —3, but no defined upper
limit. As certain combinations explored during sampling
may yield binary parameters outside of the realm of va-
lidity for the ejecta fits, we set an associated restriction
on the wind mass such that log m,, < —1.

B. Kilonova simulations and surrogate model

We assume a two-component kilonova model consist-
ing of lanthanide-rich, equatorial dynamical ejecta and
lanthanide-poor, axial wind ejecta as described in [59, 60]
and motivated by numerical simulations [22, 61]. Each
component is assumed to be homologously expanding
and parameterized by a mass and velocity such that My,
vq and My, vy, describe the dynamical and wind compo-
nents’ masses and averaged velocities, respectively. The
morphology for the dynamical component is an equa-
torially centered torus, while the wind component is
represented by an axially-centered peanut component;
Figure 1 of [59] displays the torus-peanut, or “TP,”
schematic corresponding to the morphologies employed
in this work; see Ref. [60] for a detailed definition.

The lanthanide-rich dynamical ejecta stems from 7-
process nucleosynthesis in the neutron-rich ejected ma-
terial, characterized by a low electron fraction (Y, =
np/(np + ny)) of Yo = 0.04, with elements reaching the
third r-process peak (A ~ 195). The wind ejecta origi-
nates from higher Y, = 0.27 that encapsulates elements
between the first (A ~ 80) and second (A ~ 130) r-
process peaks. The detailed breakdown of the elements
in each component can be found in Table 2 of Ref. [59].

To generate the simulations on which the surrogate
model discussed in this work is trained, we use SuperNu

[62], a Monte Carlo code for simulation of time-dependent
radiation transport with matter in local thermodynamic
equilibrium. The simulated kilonova spectra F gim as-
sume the aforementioned two-component model. Both
components are assumed to have fixed composition and
morphology for the duration of each simulation. SuperNu
uses radioactive power sources calculated from decaying
the r-process composition from the WinNet nuclear re-
action network [63—-66]. These radioactive heating con-
tributions are also weighted by thermalization efficiencies
introduced in Ref. [67] (see Ref. [68] for a detailed descrip-
tion of the adopted nuclear heating). We use detailed
opacity calculations via the tabulated, binned opacities
generated with the Los Alamos suite of atomic physics
codes [69-71]. In the database that we use, the tab-
ulated, binned opacities are not calculated for all ele-
ments; therefore, we produce opacities for representative
proxy elements by combining pure-element opacities of
nuclei with similar atomic properties [70]. Specifics of
the representative elements for our composition are given
in Ref. [59].

The SuperNu outputs are observing-angle-dependent,
simulated spectra F) sim, post-processed to a source dis-
tance of 10 pe, in units of erg s~ em~2 A~1. The spectra
are binned into 1024 equally log-spaced wavelength bins
spanning 0.1 < A < 12.8 microns. For the purposes of
this work, we consider the light curves for the 2MASS
grizy and Rubin Observatory JHK broadband filters.
As we only consider anisotropic simulations in this study,
unless otherwise noted, we extract simulated light curves
using 54 angular bins, uniformly spaced in cos  over the
range —1 < cosf < 1. The angle 0 is taken between
the line of sight and the symmetry axis as defined in
Equation (2) of Ref. [52], with further description of the
treatment of observing angle found therein.

We interpolate over the library of SuperNu simula-
tions described in [52, 72] using the multi-layer percep-
tron (MLP) described in [52]. In summary, the MLP
was trained on ~ 250 light-curve simulations evaluated
at 264 log-spaced times between 0.125 and 37.24 days for
54 viewing angles equally spaced in cos@ for 6 ranging
from 0 to 180°. We do not perform any normalization
of our inputs or outputs, with ejecta parameters ranging
from —3 < logm/Mgz < —1 and 0.05 < v/c < 0.3 and
light curves ranging from -18 to 8 AB magnitudes. We
train a separate MLP for each of our broadband filters,
training each MLP for 1000 epochs with a batch size of
32 using the Adam optimizer. Our initial learning rate
is 2 x 107* with a decay rate of 5% every 10 epochs.

C. The likelihood of ejecta parameters for
AT2017gfo given electromagnetic observations

The AT2017gfo data is originally presented in [3—
14, 16, 17, 19, 73, 74]. Each sample Zy is evaluated by
the MLP to produce a light-curve prediction ¢ for ev-
ery one of the grizyJHK broadband filters. We calcu-



late the residual between the MLP prediction ¢ and the
AT2017gfo observed data in time 4 for every band B by
way of the reduced-x? statistic

=3 (9,8 — d;,B)é (1)

2
i,B 0'74- + Usys

In our x? residual calculation, we include statistical
uncertainties from the AT2017gfo data o;, as well as sys-
tematic uncertainties ogys which we use as a catch-all
term to encompass all uncertainties, quantifiable or oth-
erwise, associated with the neural network interpolation
process and kilonova modeling uncertainties. Unlike in
previous work (Ref. [52]), we set our systematic modeling
uncertainty ogsys as a free parameter to allow for easier
reconciliation of the GW and EM inferences. We adopt a
purely Gaussian likelihood based on these residuals, i.e.

2
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where N is the total number of AT2017gfo observations.

D. The likelihood of source parameters for
GWT710817 given gravitational wave observations

Following previous studies that constrain properties of
GW170817 and the equation of state from GW obser-
vations [75-78], we use the RIFT parameter inference
engine [79-81] to explore and evaluate the marginal like-
lihood L(x) for a wide range of different compact binary
source parameters z. Following the RIFT paradigm, the
parameters = include all intrinsic (detector-frame) quan-
tities needed to phenomenologically characterize the bi-
nary’s inspiral: its two component masses, spins, and
tidal deformabilities, assumed independent of any specific
EOS model. We then use standard nonparametric inter-
polation techniques (here, random forests from sklearn)
to interpolate the marginal likelihood to provide a con-
tinuous estimate L(x).

To be more concrete, we will employ precisely the same
analysis framework and settings as used in Ref. [82]. As
a brief review to establish notation, gravitational wave
observations of GW170817 constrain the binary masses
m; and tidal deformabilities A; for each component i of
the binary [1, 26, 75, 83]. The presence of matter im-
pacts the binary’s inspiral at leading order through each
component’s dimensionless tidal deformability parameter
A; = (2/3)ka(cr;/Gm;)5 [84], where ks is the [ = 2 Love
number, m; is the neutron star mass, and r; is the neu-
tron star radius. The leading order contribution to the
phase evolution of a GW inspiral is given by the weighted
combination of A; terms

_ 16 (mi + 12ma)miA; + (ma + 12m1)m3A,
13 (m1 + m2)5 '

=

3)

The impacts of tidal effects on outgoing radiation are
included in many conventional approximate phenomeno-
logical estimates of outgoing radiation from merging com-
pact binaries. In this work, we begin with precisely the
marginal likelihood data accumulated in Ref. [82]. That
investigation was performed with a contemporary state-
of-the-art model, IMRPhenomPv2 NRTidalv2 [85, 86],
which incorporates precession physics but omits higher-
order modes. This analysis was performed with open
GW data for GW170817 available from GWOSC [87],
using the same power spectral densities provided with
GWTC-1 [88, 89], over a frequency range from 23Hz to
1700Hz, with known sky location and source luminosity
distance derived from the electromagnetically-identified
host galaxy. For exploration purposes, most prior as-
sumptions were customary (e.g., uniform in detector-
frame component masses), noting that the previous in-
vestigation employed multiple spin priors and mass ra-
tio priors to accumulate marginal likelihood information
over a wide range of source parameters. Although this
analysis included prior information about the alignment
between the binary’s angular momentum direction and
the line of sight, inferred from late-time radio afterglow
observation [90, 91], this information should not signifi-
cantly impact intrinsic parameters.

Because the original marginal likelihood grid accumu-
lated in Ref. [82] did not extend to cover all of the ex-
treme BNS configurations needed in our study, we repli-
cated and extended this analysis to ensure that marginal
likelihood data was present whenever required for joint
EM/GW analysis. For simplicity, we employ the same
GW model throughout for all A, keeping in mind that
this model was not calibrated over the full range of A
that are needed to carry out our investigation.

Figure 2 shows the raw marginal GW likelihood data
employed in our analysis, before continuous interpola-
tion over binary neutron star parameters. We show the
GW likelihood as a function of the chirp mass M, =
(mim2)3/®/(my + my)'/®, mass ratio ¢ = mo/my, effec-
tive spin xeg = (@1, + gaz,)/(1 + q), and effective tidal
deformability A as defined in Equation 3. In this figure,
the color indicates the marginal likelihood, scaling from
higher (white) to lower (black) likelihood values, with
gray points showing values below the In £, — 15 cutoff.
This figure highlights the broad coverage of our underly-
ing likelihood data, particularly the wide range of A. Our
coverage includes carefully assessing the marginal likeli-
hood of GW signals in many regions far outside the cus-
tomary GW posterior, which is concentrated in the white
region. To put our broad exploration in context, drawing
upon analyses to be discussed in detail in Section IIT A,
in this figure we also show the results of three joint
GW+EM inferences, using the DiCo20 (red), KruFo20
(black), and Nedora21 (blue) ejecta fits, respectively. As
described later, all three analyses adopt conventional spin
and mass ratio priors, consistent with previously pub-
lished interpretations using comparable models, settings,
and data [1, 75]. Nonetheless, our joint GW+EM in-



—— DiCo20
- — KruFo20
—— Nedora21

SN LD PO IE O > 6 oA
o

» A0 A %QQ‘Q)Q' ' QY ° A

AP O
IR
M q Xefr logio A

FIG. 2. In this figure, the colored dots represent the input
marginal likelihood data assumed in our analysis. In black,
red, and blue, we overplot posteriors corresponding to the
90% credible interval for the KruFo20, DiC020, and Nedora21
GW+EM predictions, respectively. Here, M, is in the detec-
tor frame.

ferences favor more extreme binary and/or tidal param-
eters compared to previously reported posterior infer-
ences using GW alone, including asymmetric mass ratio
(all except DiCo20), large tidal deformability (KruFo20
and DiCo020), and sometimes even large spin (Nedora21).
As these extreme configurations are not well-represented
in widely-used fiducial posterior samples from the origi-
nal analyses, previous follow-up GW+EM investigations
that rely on simply reweighting these fiducial samples
will not fully capture the features that we report below.
In other words, our subsequent calculations demand the
wide-ranging likelihood-based approach adopted here.

E. Bayesian inference

We use the RIFT framework [92] to adaptively per-
form Monte Carlo integration and generate samples. As
previously, we employ an adaptive volume Monte Carlo
integrator, following closely the approach outlined in
Ref. [93]. The adaptive volume integrator allows for more
efficient sampling given the higher-dimensional space ex-
plored in this work. As our inference is performed via
adaptive Monte Carlo integration, the reliability of our
posterior can be expressed in terms of a number of effec-
tive samples neg. Several different conventions exist for
this number; see the appendix of Ref. [81] for more de-
tailed discussion. For this study, we terminate our anal-
yses when neg ~ 103, indicating sufficient convergence.

Table T shows the sampling parameters used during
inference, along with their associated lower and upper
limits and priors. The combination of the chirp mass
M, and mass asymmetry J priors provide an equivalent
locally uniform prior for the binary masses my and ms.
In addition to the masses, we also sample for the spins
of the neutron stars s, and ss,. We assume that both of
the neutron stars have the same radius given a 1.4 Mg
neutron star R 4, treating this radius as a proxy for the
nuclear EOS. As described in Sec. IT A, we introduce pa-
rameters aqyn and fqisk that encapsulate the uncertainty
in our ejected dynamical and wind mass, respectively.
These parameters are sampled in addition to the light-
curve systematics ogys, effectively allowing for three sep-
arate measures of systematic uncertainty in our analysis.
Finally, we sample for the viewing angle 6 as in prior work
(e.g. Ref. [52]). All parameters in Table I are assumed
to be dimensionless unless their names are followed by
units in brackets.

Parameter Limits Prior
M. [Mg] |[1.1855, 1.1865] | Jointly uniform mi, ms
) [0,0.5] Jointly uniform m1, me
S1z [0, 0.05] Uniform
522 [0, 0.05] Uniform
R4 [km)] 8, 25] Uniform
log cvayn [—5,2] Uniform
log faisk [-5,0] Uniform
Bs [—2,2] Uniform
Osys [0, 8] Uniform
0 [deg] [0, 90] N(p=20,0=05)

TABLE I. Sampling parameters along with their associated
limits and priors. Parameters are dimensionless unless units
in brackets are specified in the parameter column. The priors
in M. and ¢ are equivalent to a locally uniform probability
density in mi, ma.

III. RESULTS
A. All systematics included (aayn, fdisk; B¢)

We verify that our ejecta fit posteriors produce consis-
tent kilonova ejecta properties in Figure 3. For all the
analyses in this section, we assume that both the system-
atic uncertainty on the ejecta velocity and the fraction
of the disk fgisx representing the amount of ejected wind
mass are treated as free parameters. Light-curve system-
atic uncertainty ogys is treated as a free parameter for
all analyses in this manuscript. We begin by examining
the posteriors for the binary’s ejecta properties, primarily
constrained by our EM likelihood Lgy. Figure 3 shows
the predicted ejected masses, bulk velocity (attributed
to the dynamical ejecta), and the viewing angle derived
from the inferences presented in Figure 5. In this anal-
ysis, we adopt v,, = 0.10c¢, consistent with numerical



——————— KruFo20: EM

"""" DiC020: EM

""""" Nedora2l: EM
—— KruFo20: GW+EM
—— DiCo20: GW+EM
—— Nedora2l: GW+EM

logmy,
NN, N, N
Yo Lo Yo ¥
D Yo Y% %

o

o, N
s ¥
%

Vg
o, o
Yo,
Y S

o

o
205 %
s Jo % %o %%

S A% @ D O DL PO N OO O S OO
RAMIN N M SN S I I SN PN PN N M S DR PR St S
A GG N Y Y Y oY
logmg logm,, Vg 6

FIG. 3. Ejecta posterior distributions using EM (dashed) and
GW+EM (solid) likelihoods with the disk mass ejection frac-
tion left as a free parameter. The wind velocity is fixed to
vy = 0.10c¢ per the posteriors in Ref. [52]. There is little dif-
ference in the ejecta posteriors between the two approaches,
modulo artifacts from varying sample counts, due to our kilo-
nova model requiring parameters in a very narrow region to
recreate the AT2017gfo light curves. Figure 5 highlights the
differences in the binary parameters when including the GW
likelihood.

simulations and our previous analysis of AT2017gfo [52].
The dashed black, red, and blue lines correspond to in-
ferences using only AT2017gfo data Lgy for the KruFo20
DiCo20 and Nedora2l ejecta fits, respectively. The solid
lines show the same analysis when incorporating both
the AT2017gfo Lgy and GW170817 Lgw data. Due to
considerable flexibility in ejecta mass model systematics
(i.e., faisk; Ctayn), our model recovers once again a nearly
indistinguishable distribution of ejecta parameters. Since
our inference tries to fit AT2017gfo observations with our
model, and since our ejecta model allows for systematic
error, our inferences always find consistent solutions for
the best-fitting ejecta, i.e. the ejecta parameters that
consistently explain AT2017gfo within the context of our
kilonova model family, subject to the limitations of those
kilonova models. The much larger and more rapidly vary-
ing electromagnetic likelihood dominates our inference of
these ejecta properties. By contrast, the GW information
only slightly perturbs the overall conclusions obtained
electromagnetically. The inclusion of an ejecta velocity
model systematic parameter does not affect the similarity
of the ejecta posteriors.

In Figure 4, we plot the light curves associated with
the Nedora2l GW-+EM posteriors from Figure 3, show-
ing both the mean and posterior 68% credible interval.

The width of these posterior intervals derives from and
reflects the narrow posteriors shown in Figure 3 (includ-
ing suppressed parameters reflecting model systematic
uncertainty). As in previous studies (e.g. [72, 94]), we
observe residual model systematics relative to the data,
where the largest deviations between our models and the
data occur in the bluer filters, namely the ¢ and r bands,
starting at ~ 3 days. Though we explore possible rea-
sons for this blue filter discrepancy in prior work (see
Figure 2 of [72]), we do not explicitly include this model
fidelity issue in our formulation of ogys . Both in this
work, where we treat ogys as a free parameter, and in
our previous EM-only inferences, where we assume ogys
= 0.5 [52, 72, 95], the deviations that would arise from
variations in the posteriors are well-encompassed by our
systematics. Thus, for all intents and purposes, we ex-
pect the slight deviations of the posteriors in Figure 3 to
have negligible effects on our findings.

AB Mag

40
0.125 0.5 16 32 64

2 4
t (days)

FIG. 4. Light curves predicted by our kilonova surrogate
model for the Nedora21l GW+EM ejecta posteriors presented
in Figure 3, with solid lines corresponding to the median pos-
terior values and shaded bands representing lo uncertainty.
This posterior includes the effect of marginalizing over un-
known model systematic uncertainty osys, as described in the
text.

The corner plots in Figure 5 show 90% two-dimensional
credible intervals and one-dimensional marginal poste-
rior distributions for the underlying binary (m.,d), EOS
(R1.4), and ejecta systematic (faisk, Qayn, Bp) model pa-
rameters. As in Figure 3, the dashed curves repre-
sent inference using data from AT2017gfo alone and the
solid curves consider both the AT2017gfo and GW170817
data. We do not plot the posteriors for s1,, S2,, and ogys
as they are largely uninteresting in the context of un-
derstanding the ejecta fits and would have reduced the
legibility of Figure 5. Following a preliminary analysis to
identify the posterior support for each ejecta fit, we per-
form focused analyses targeting narrow regions of fqisk
for each ejecta fit: log faisk is uniform over [-0.9, -0.75],
[-1.4, -1.2], and [-1.2, -1] for DiCo020, KruFo20, and Ne-
dora21, respectively.

As expected, our analysis finds that the three ejecta
models can only explain AT2017gfo using dramatically
different progenitor binaries and EOS. Two of the three
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FIG. 5. Binary parameter posterior distributions using EM
(dashed) and GW+EM (solid) likelihoods using log faisk pri-
ors of [-0.9, -0.75], [-1.4, -1.2], and [-1.2, -1] for DiCo20,
KruFo20, and Nedora2l, respectively. The inclusion of the
GW likelihood most noticeably affects the chirp mass M. and
mass asymmetry §, while simultaneously providing tighter
constraints on the neutron star radius Rj.4 and ejected disk
fraction faisk -

models prefer that the progenitor of AT2017gfo is a
highly asymmetric binary (6 > 0) with smaller NS ra-
dius Rj 4, with the DiCo20 models allowing equal-mass
(6 = 0) binaries with exceptionally large NS radius. Con-
versely, these inferences suggest that a surprisingly small
fraction (~ 4 —20%) of the expected disk mass is ejected
as a wind, in contrast to most previous work [96, 97], but
consistent with predictions from three-dimensional gen-
eral relativistic, full transport neutrino radiation magne-
tohydrodynamics disk simulations [98].

B. Allowing no uncertainty in ejecta velocity

(Bs =0)

We perform an additional suite of studies in which we
assume no systematic uncertainty in the ve; predicted
by the ejecta fits. For these analyses, we continue to
treat faisk as a free parameter. Despite the assumption
of no velocity systematic uncertainty made in this sec-
tion, the ejecta posteriors remain unchanged, behaving
as in Figure 3. Thus, we still find that our kilonova model
and subsequent EM likelihood provide the dominant con-
straint for the ejecta parameters.

However, without an additional parameter to encap-
sulate the ejecta systematics, we find several notable
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FIG. 6. Same as Figures 2 and 5, but not allowing for sys-
tematic uncertainty in vq (i.e. 8y = 0). Note the recreation
of the vej contours from Figure 1 in the R4 vs. § plane.

differences, largely dictated by the ve; contours in Fig-
ure 1. Specifically, we find that for all three ejecta fits,
the GW+EM analyses all favor large radii in order to
replicate the low dynamical ejecta velocities necessitated
by the vej = vq posteriors in Figure 3. Based on Figure 1,
a tight constraint on vej requires either asymmetric NS
at more conventional radius (§ ~ 0.4 and R; 4 ~ 15km)
or symmetric NS with extreme radius. Indeed, the union
of all three § — Ry 4 posteriors in Figure 6 closely mirrors
the underlying vej contours. As a result, this constraint



forces the posterior away from the peak GW likelihood,
which favors lower NS radii and more symmetric bina-
ries. In all three cases where we omit systematic error in
velocity (B4 = 0), joint GW+EM inference mildly favors
asymmetric binaries § ~ 0.1 — 0.2 with large NS radius
Ry 4 > 15km.

C. Allowing no uncertainty in ejecta velocity and
disk mass ejection fraction (84 = 0 and fa4isx = 0.30)

We also consider the case of a fixed disk mass ejec-
tion fraction, in which fgisk is not a free parameter, but
restricted to the fixed value faisx = 30%. The pur-
pose of this analysis is to evaluate the behavior of the
ejecta fits in predicting light curves under the assump-
tion of a generally applied ejected disk fraction. The top
half of Figure 7 displays the same ejecta parameters as
in Figure 3. While the dynamical mass mq and view-
ing angle 6 are somewhat consistent with prior results,
the wind mass m,, and dynamical velocity vq posteri-
ors yield substantially different results. In the bottom
half of Figure 7, we plot the light curves corresponding
to the Nedora2l GW+EM posteriors shown in the top
part of Figure 7. While the light curves corresponding to
the median posterior values (solid lines) are clearly worse
fits than those in Figure 4, the more striking feature lies
in the exceptionally large uncertainties across all broad-
band filters. More specifically, the uncertainty bounds
are much broader than before, resulting from the broad
dynamic range of the m, posteriors. The difficulty in
constraining my, comes from fq;qx being directly tied to
the amount of ejected wind mass; as such, what the m,,
posteriors in Figure 7 are really showing us is the Monte
Carlo integrator trying to reconcile the values of m,, that
actually fit the data with the constricting value of faisk
= 30% that fixes the wind ejecta mass.

IV. DISCUSSION

We perform multimessenger inference of
GW170817/AT2017gfo wusing three different ejecta
models and a single kilonova model represented by the
neural network surrogate provided in Ref. [52]. This
surrogate, when compared with observations, leads to
strong constraints on our kilonova model’s observable
parameters, with posterior extent likely comparable
to the information extractable from a perfect model.
While many systematic uncertainties have still yet to be
incorporated into our analysis, many of which are well
described in a recent study [55], our surrogate model
is nevertheless sufficient to assess the prospects of, and
challenges facing, multimessenger investigations. Thus,
this surrogate provides us with an ideal opportunity
to assess the consistency of and perform systematic
uncertainty quantification of our methods to perform
multimessenger inference, focusing on the remaining
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FIG. 7. Top: Ejecta posterior distributions using using EM
(dashed) and GW-+EM (solid) likelihoods with an assumed
disk mass ejection of faisk = 30%. In contrast to Figure 3, m.,
is less constrained (leading to the large uncertainties in the
light curves below) and vg is specific to the ejecta fit model.
Bottom: Light curves associated with the Nedora2l GW+EM
ejecta posteriors presented above, with solid lines correspond-
ing to the median posterior values and shaded bands repre-
senting lo uncertainty. It is obvious that, at least for the
purposes of parameter inference, assuming the same fixed disk
fraction for all three ejecta fits yields poor fits to the data with
a relatively high degree of uncertainty.

ingredients of that challenge. We find that the three
ejecta fits we consider largely prefer asymmetric mass
binaries (though one allows for symmetry), with all three
ejecta fits encompassing effectively different regimes of
the neutron star radius R 4.

Unsurprisingly, inference analyses using a joint EM
and GW dataset are more constraining than using EM-
only data. This behavior is most evident for the M.,
and § posteriors in Figure 5, which highlight the impact
of including the gravitational likelihood Lgw. The M,
posteriors for each fit clearly converge on a preferred



value when supplemented with GW information; like-
wise, the & posteriors become narrower on both global
(dynamic range of posterior values) and local (per-ejecta-
fit posterior values) scales. With regard to the NS radius
R, 4 posteriors, the difference between EM and GW+EM
analyses is less striking. More prevalent, however, are
the different regions of the NS radius parameter space
covered by the posteriors corresponding to each ejecta
fit. Specifically, the GW+EM predictions for R; 4 are
roughly between 8-15 km, 10-20 km, and 10-40 km for
the Nedora2l KruFo20 and DiCo20 forward models, re-
spectively. These results strongly imply that, provided
a constraining kilonova model, multimessenger inference
about neutron star radius and, consequently, the dense
matter equation of state is entirely dependent on the cho-
sen forward model.

Keeping the relative impact of GW and EM informa-
tion in mind, the joint GW/EM inferences shown in Fig-
ure 5 make sense. For almost all parameters, the addition
of GW information only slightly perturbs the answers de-
rived from EM information alone. This behavior is most
evident in the bottom panel of Figure 5, where narrower
priors on fgisx directly affect the ejected wind mass and
thus the EM likelihood, shifting the § and R; 4 posteriors
to better agreement across ejecta fits.

As explained in Section II A, we introduce the aqyn ,
faisk , and By free parameters to quantify the system-
atic uncertainty of the ejecta fit predictions, with ogys
encompassing all other sources of systematic uncertainty
in our light curves. As previously mentioned, we do not
plot o4y in Figure 5 because of its largely unconstrained
and uninformative behavior. Conversely, Figure 5 shows
that fgisk is the most constrained of these parameters,
while the aqyn, posteriors are generally broader and show
minimal preference across individual ejecta fits. The ve-
locity systematics 34 lie somewhere in between, with the
Nedora and KruFo GW+EM analyses preferring slower
velocities (84 > 0) and the KruFo EM and DiCo analyses
preferring faster velocities (84 < 0). For the velocity val-
ues allowed by the range of 34, we find that, compared to
the recovered value of vej = v4 = 0.14 from Figure 3, the
KruFo20, DiCo20, and Nedora21 forward models recover
relative uncertainties on the velocity of 30.7%, 138%, and
63%. For all but the KruFo20 fit, these relative differ-
ences are substantially higher than the 33% originally
reported in Ref. [57] from which the ejecta velocity fits
originate. Given the narrow peaks of the fgisx posteri-
ors, we interpret the fgqisx parameter as setting the scale
for the wind ejecta mass, with the agyn , B, and ogys
parameters allowing our inference enough flexibility to
fit the AT2017gfo light curves. Likewise, we expect the
ejecta mass scale set by fqisk to be the dominant param-
eter determining the light curve behavior (see, e.g., [99]);
however, recent studies have shown that velocity pro-
files can contribute significantly to variations in the light
curves [100, 101]. Our velocity systematics can have sub-
stantial effects on inference, corroborating the findings
of these recent studies. These results motivate more de-

tailed studies of versatile ejecta fits which, among other
effects, specifically focus on a separate treatment of dy-
namical and secular ejecta velocities.

Within the context of no velocity systematics (54 = 0),
a closer look at the Rj 4 vs. § two-dimensional posterior
in Figure 6 indicates a cubic relationship between the
two parameters. Specifically, as the mass asymmetry of
the binary increases § — 0.5, the radius of the individual
stars decreases R; 4 < 0, indicating that more asym-
metric binaries prefer a softer (more compressible) EOS.
This behavior is exactly the same as that observed in
Figure 1, where the ejecta velocity contours (dotted lines
ranging from 0.1 to 0.2) dictated the Ry 4 vs. J relation-
ship. The persistence of this restrictive behavior from the
naive contours in Figure 1 to our posteriors in Figure 6
strongly suggests that future analyses of the NS radius
and EOS must include both mass and velocity systematic
parameters, lest they introduce significant biases on top
of the ones already present in selecting an ejecta forward
model.

Finally, in the case where the fraction of ejected disk
material is fixed to fgix = 30%, we recover low quality
posteriors that clearly struggle to fit the data. Specifi-
cally, the wind mass m,, is unconstrained compared to
the dynamical mass mg, resulting in prohibitively large
uncertainties in the light curves.

V. CONCLUSION

In this paper, we have examined multimessenger
Bayesian inference of GW170817 and its kilonova
AT2017gfo using forward-modeling ejecta predictions
which are based on numerical relativity simulations of
neutron star mergers. Using a fixed baseline kilonova
model [52], we assess the impact of systematic uncer-
tainty in ejecta modeling, using three forward model
ejecta fits presented in Refs. [45-47]. We find that
these three forward models are in tension with one an-
other and necessarily over-constrain ejecta inference (i.e.,
they make more predictions than they have parameters).
Using concrete interpretation of GW170817/AT2017gfo,
and after adding a generous budget for systematic un-
certainty above and beyond stated confidence, we illus-
trate the impact of the tension in these three models on
multimessenger interpretation: we find distinctly differ-
ent conclusions about the underlying binary with each
ejecta model, even allowing for systematics. We further-
more point out that adopting stronger assumptions about
ejecta, which omit one or more of our systematic uncer-
tainty parameters, lead to even more extreme conclusions
about AT2017gfo/GW170817.

Our study builds upon and extends work by [52], which
emphasized purely phenomenological kilonova inference
with a fiducial ogs = 0.5 or a similar prior on ogys,
without ejecta forward modeling. Except for when we
strongly limit our assumptions about ejecta systemat-
ics, our inferences about the observed kilonova ejecta are



identical.

We highlight that key elements of these models may be
used well outside of their region of calibration (e.g., ejecta
velocity) when used in conjunction with the surrogate
kilonova model from our prior work in Ref. [52]. The
primary observations highlighted by our analysis are:

e Fits to numerical relativity simulations of neutron
star mergers which predict mass ejection suffer
from systematic uncertainties stemming from the
parameter coverage and accuracy of the simulations
used to derive them. Unfortunately, multimessen-
ger inference requires confidence in these predic-
tions well outside conventional configurations, to
confidently assess extreme scenarios.

e Given a kilonova model which can provide tight
constraints on ejecta parameters, multimessenger
inference about binary parameters like the neutron
star radius and, consequently, the dense matter
equation of state are strongly dependent on the cho-
sen forward model and its ejecta predictions. The
ejecta velocity in particular seems to have a strong
impact, as ours and other contemporary inferences
favor velocities at the low end of calibrated fits.

e Corroborating previous results (e.g. [100, 101]), we
find that a treatment of both mass and velocity
systematic uncertainties is required for maximally
unbiased inference of ejecta forward model predic-
tions.

e Within the context of our model, we find that the
fraction of the ejected disk lies around 4 — 16% for
a GW170817-like event, with said fraction also de-
pendent on the chosen forward model. This agrees
with predictions from GRMHD simulations with
full neutrino transport, but is in tension with as-
sumptions typically made in the literature (up to
40% of disk ejection).

Our results suggest that there are currently no broadly
applicable prescriptions which accurately map binary pa-
rameters to ejecta predictions or correctly assume the
ejected fraction of an arbitrary post-merger accretion
disk. The lack of such prescriptions strongly motivates
future studies which examine the connection between nu-
merical relativity simulations of neutron star mergers and
their ejecta predictions. While future multimessenger ob-
servations of neutron star mergers will shed more light
on the broader population of mergers, in the meantime,
our conclusions suggest that significantly more additional
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numerical relativity studies are necessary to understand
the connection between binary and ejecta parameters.
Additionally, for kilonova models to be confidently used
in multimessenger analyses such as the proof of concept
presented in this manuscript, more work is required to
improve the fidelity of the radiative transfer simulations
used to model these events. Likewise, in understanding
these connections, we encourage future studies to care-
fully consider the contexts within which each of the ejecta
forward models is applicable and assume appropriate lev-
els of uncertainty in their analyses.
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Appendix: Interpreting the DiCo20 A Results

The DiCo20 A and R; 4 posteriors in Figures 2 and 5
are appreciably different from those corresponding to the
KruFo20 and Nedora2l ejecta fits, favoring much larger
radii and A than informed by the GW likelihood. We
examine the DiCo20 ejecta contours in Figure 8. The ve-
locity prescription remains the same, while the disk mass
and dynamical ejecta fits change. The dynamical ejecta
contours behave similarly to the KruFo20 contours, with
larger values of § required to produce a higher quantity of
dynamical ejecta. The disk mass contours (dashed lines)
are the most different between the two fits. Whereas
in the KruFo20 fits, disk mass was weakly dependent
on ¢ and primarily set by R 4, the DiCo20 fits behave
oppositely, with disk mass defined by § and completely
agnostic to Ry 4. This reversed dependency enables the
DiCo020 posteriors to find solutions near § = 0 with low
Xeft, in line with the GW-informed likelihood; however,
the lack of a R; 4 constraint results in the uncharacteris-
tically large A values observed in Figure 2.
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